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ECE 729

Vector Quantization, Voronoi Regions, Linear
Estimation, and the Lloyd–Max Algorithm

1. Vector Quantizers

Let X be an IRd-valued random vector. AnN-level vector
quantizer is any functionq of the form

q(x) :=
N

∑
i=1

ciIVi(x), (1)

where the setsV1, . . . ,VN form a partition of IRd and theci ∈ IRd .

1.1. Optimizing the Partition – Voronoi Regions

If the ci are given, what is the best choice of partition to
minimize the mean-squared errorE[‖X−q(X)‖2]?

We claim that no partition can do better than the partition of
Voronoi regionsdefined by1

V ∗
j := {x ∈ IRd : ‖x− c j‖

2 ≤ ‖x− ci‖
2 for all i}. (2)

To establish this claim, let

q∗(x) :=
n

∑
j=1

c jIV ∗
j
(x).

Then write

E[‖X−q(X)‖2] = E[‖X−q(X)‖2 ·1·1]

= E

[

‖X−q(X)‖2
( N

∑
i=1

IVi(X)

)( N

∑
j=1

IV ∗
j
(X)

)]

=
N

∑
i=1

N

∑
j=1

E[‖X−q(X)‖2IVi(X)IV ∗
j
(X)]

=
N

∑
i=1

N

∑
j=1

E[‖X− ci‖
2IVi(X)IV ∗

j
(X)],

sinceq(x) := ci for x ∈ Vi. On the other hand, forx ∈ V ∗
j , we

know that
‖x− c j‖

2 ≤ ‖x− ci‖
2
, for all i.

Hence,

E[‖X−q(X)‖2] ≥
N

∑
i=1

N

∑
j=1

E[‖X− c j‖
2IVi(X)IV ∗

j
(X)]

=
N

∑
i=1

N

∑
j=1

E[‖X−q∗(X)‖2IVi(X)IV ∗
j
(X)]

= E

[

‖X−q∗(X)‖2
( N

∑
i=1

IVi(X)

)( N

∑
j=1

IV ∗
j
(X)

)]

= E[‖X−q∗(X)‖2].

1To be precise, we should letB j denote the set in (2) and then putV ∗
1 := B1

andV ∗
j := B j ∩Bc

j−1∩·· ·∩Bc
1 for j = 2, . . . ,N.

1.2. Optimizing the ci – Linear Estimation

If the setsVi of an arbitrary quantizerq in (1) are given, what
are the bestci to use?

Let Y := [IV1(X), . . . , IVN (X)]′. Thenq(X) = AY, whereA
is thed ×N matrix A := [c1, . . . ,cN ]. Hence, the mean-squared
error isE[‖X −AY‖2]. In other words, finding the best vectors
ci is equivalent to finding the best linear transformation (matrix)
A. The best matrix is any solution of thenormal equations

ARY = RXY, (3)

whereRY is the correlation (not covariance) matrixRY := E[YY′]
andRXY is the cross-correlation matrixRXY := E[XY′].

2. The Lloyd–Max Algorithm

The repeated alternating iteration of optimizing the partition
and ci is the Lloyd–Max algorithm [1, 2]. The scalar case,
d = 1, is quite simple. First, ifc1 < · · ·< cN , then (2) reduces to

V ∗
j =

(c j−1 + c j

2
,

c j + c j+1

2

]

.

Second, sinceRY is diagonal, (3) is easily solved to yield

c∗j =
E[XIV j(X)]

P(X ∈Vj)
.
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