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ECE 729
Vector Quantization, Voronoi Regions, Linear
Estimation, and the Lloyd—Max Algorithm

1. Vector Quantizers 1.2. Optimizing the ¢; — Linear Estimation
Let X be an IR-valued random vector. AN-level vector If the setsv; of an arbitrary quantizegin (1) are given, what
quantizer is any functionq of the form are the best; to use?
N Let Y := [l (X),...,l\ (X)) Thenq(X) = AY, whereA
qx) =S Gily (X) ) is thed x N matrix A := [c1,...,cn]. Hence, the mean-squared
' I; TR error isE[|[X — AY||?]. In other words, finding the best vectors

N g G is equivalent to finding the best linear transformation {imat
where the setéy, ..., Vi form a partition of IR and theci € RY. A The best matrix is any solution of te@rmal equations
1.1. Optimizing the Partition — Voronoi Regions

If the ¢; are given, what is the best choice of partition to
minimize the mean-squared ereff| X — q(X)||?]? whereRy is the correlation (not covariance) matRy := E[YY']
We claim that no partition can do better than the partition @hdRxy is the cross-correlation matrRgy := E[XY'].
Voronoi regions defined by

Vii={xeRY: [x—¢|? < [x—glforalli}. (2

ARy = Rxy, 3

2. The Lloyd—Max Algorithm

The repeated alternating iteration of optimizing the piarti
and ¢ is the Lloyd—Max algorithm [1, 2]. The scalar case,
d =1, is quite simple. First, if; < --- < ¢y, then (2) reduces to

To establish this claim, let

G0 = 3 il (4).
=1

Ci—1+Cj Cj+Cjt1
vi— (S (e
Then write ! ( 2 72 }
E[IX —a(X)||3] = E[|IX—q(X)[|?-1-1] Second, sinc&y is diagonal, (3) is easily solved to yield
N N
=E||X—q(X 2( |ix)< |_*x)] . EXly;(X)]
=017 3 00 3 G- Dbl
N N
= E[[IX —a(X) Py, (X) v (X)] References
i=1]=1

[1] S. P. Lloyd, “Least squares quantization in PCM,” unpsieéd Bell Lab-
5 oratories Memorandum, July 31, 1957; al&&E Trans. Inform. Theory,
E[IX = cil v )by (X)), vol. IT-28, pp. 129-137, Mar. 1982.
1 [2] J. Max, “Quantizing for minimum distortion[RE Trans. Inform. Theory,
. vol. IT-6, pp. 7-12, Mar. 1960.
sinceq(x) := ¢ for x € Vi. On the other hand, for € V', we (3] A. V. Trushkin, “Sufficient conditions for uniquenessafocally optimal

P4

I
iMz 1
T

know that quantizer for a class of convex error weighting functionEEE Trans.
[[x— o ||2 < |Ix—c; ||2’ for alli. Inform. Theory, vol. IT-28, no. 2, pp. 187-198, Mar. 1982.
Hence,
2 AR 2
E[IX=a(X)[I] = E[IIX = cj[Iv; (X) v (X)]
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1E[IIX = ()2 (X)Iy; (X)]

||x—q*<><>2(iilvi ) ( Jilvj*oo)}

= E[IIX—q"(X)[1?]-
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170 be precise, we should I8 denote the set in (2) and then pijt := By
andVj :=BjnB{_;N---nBffor j=2,...,N.



