ECE 730
Final Exam
18 December 2013
5:05-7:05 pm in 2535 EH

100 Points

Justify your answers! Be precise!

Closed Book Closed Notes

You may bring two sheets of 8.5 in. x 11 in. paper
on which you have prepared formulas.

Some trigonometric identities:

el 4 e77% = 2cos0

el — 7719 = 2jsin6

cos(A+B) = cosAcosBFsinAsinB
cos2A = cos’A —sin’A

= 1 —2sin’A = (1 —cos2A) = 2sin’A
= 2cos’A—1 = (1 +cos24) = 2cos’A

sin(A+B) = sinAcosB=+cosAsinB
sin2A = 2sinAcosA
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1. Let X; be white noise with power spectral density Sx (f) = No/2. Suppose that X; is applied to
an LTI zero-order-hold system with impulse response A(t) = [jo 1] (1), where T > 0 is a given
hold duration. Denote the system output by ¥;. Express [~ Ry(7)d7 in closed form.

Solution. Since Sy (f) = [~_Ry(t)e /™7 dt, we see that Sy (0) is the desired integral. Since
Sy(f) = |H(f)|*Sx(f), and since Sx(0) = Np/2, all we have to find is H(0) = fOT ldt=T.
Thus, [*_Ry(7)dt = |H(0)|?Sx(0) = T*Ny/2.

Alternative Solution 1. A slightly longer solution requires finding Sy (f) = |H(f)|*Sx (f) for
all f, not just f = 0. The easiest way to find |H(f)| is to realize that it is equal to the absolute
value of the Fourier transform of h(t + 7 /2) = I|_7 5 1 )(t). From the table,

sin(zwT f)

H) =7

‘ = T|sinc(Tf)].

Alternatively, by direct calculation,
o—J2nft

—j2nf

T | _ pi2wfT

o Jp2nf

H(f)= / h(t)e /2™ dt = /0 e I gy =

At this point, we can write
Ve PHT g @™ —e Ty €T — e T g sin(fT)
J2nf J2nf 2j(mfT) nfT

or, since we only need |H (f)|?,

1—e 20T 1 — 20T [l —cos(2nfT)] 4sin*(nfT)
jpxf =jpxf @ @)
which is equal to T2sinc?(T f). In any case, Sy(f) = T?sinc*(T f)Ny/2. Taking f = 0 again

yields T>N /2.
Alternative Solution 2. Using (10.17), write

[ m@a= [ [/Zh(ﬁ) </Zh(9)Rx(r—l3 +8)d6>dﬁ]d1
—o2) || [ e ( [ m@)s(z—p +0)a0)ap|ax
—o/2) [ | [ 1(B)n(p - v)ap|as

H(f)|* =H(f)H(f)" =

—o/2) [ 1B | [ (B - e)ae|ap

—o0 —o0

— (No)2) / " h(B) { / ) h(s)ds] dB = (No/2)T2, from the def. of .
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2. Let {W,,t > 0} be a standard Wiener process, and let g € L?[0,0) be given. Define a new
random process by

t
X, ;:/ e(t)dWs, 1> 0.
0

For 0 < s < t, find the conditional characteristic function of X; given Xj, i.e., E[e/VX|X]].
Justify your answer.

Solution. We begin by writing
E[ejVXf|Xs] _ E[ejV(Xz*Xs+Xs)’Xs] _ E[ejv(Xt*Xs)ej"XﬂXs] _ E[eJ'V(XﬁXs)|XS]eijs_
Hence, it suffices to compute
E[e/VX—%)|x,] = E[e/YX %) X, — Xg],  since Xy = 0.

Next observe that

E[(X — X,) (X, — Xo)] = E K / o) dWT> ( /O e(7) dWTﬂ _ /O " () ()0, (1) dT =00,

Thus, X; — X; and X; — X are uncorrelated. Since {X; } is Gaussian by HW Problem 14.17, the
increments X; — X and X; — X are independent Therefore,

E[er X — ]X —Xo] = E[eJV(Xr X)]

Since X; — X is Gaussian, we just need to find its mean and variance. Since Wiener integrals
have zero mean, E[X; — X;] = 0. Also,

elon - x0 —€| tg(f)dvvf)z} = [ sty ar

Thus, X; — X; ~ N(0, [ g(1)?dt), and

E[e/V|X,] = exp { vx, -~ / } (+)

Alternative Solution. The key fact we need is that {X;} is a Gaussian process by HW Prob-
lem 14.17. Hence, the conditional distribution of X; given X; is completely determined by
E[X;|X;] and the error covariance Cy,y, := Cx, —ACx,x,, where A solves ACy, = Cy,x,. Since
Wiener integrals have zero mean,

Cy, = E[X2] = EK /0 [g(T)dWT)Z} _ /0 "o(t)dt, Cx —E[XY] = /0 o(1)2dr,

and since we have a scalar process,

Cxx. = Cxox. = E[XiX, = E K /0 "o(7) dWT) ( /O " o(7) dwf)} _ /0 o(1)2dr, sinces<t.

It now follows that A = 1, E[X;|X,] = X, and Cx,x, = [, g(7)*d7. In other words, X;|X; ~
N(X;,Cx,|x,) and so () holds.
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3. Let ¥1,Y,... be i.i.d. with common density f, and let g be another density. For simplicity,
assume both densities are strictly positive, and assume that the divergence

2(fllg) == /_Zf(y)log%dy
is finite. Put f( )
_JW
W@y_g@)

and

Xn = HW(Yk).

k=1

Determine whether or not X,} /n converges almost surely. If it does, explain why and identify
the limit; if not, give a counterexample.

Solution. Consider the sequence

1 n
Z, = loanl/n = %loan =- Z logw(Yy).
=

Since the Y; have density f,

oo

Ellogn()] = [ ) togn)dy= [ si)1og L ay = 7(s1).

which is assumed finite. By the strong law of large numbers, Z, 5 Z(f||g). Hence, X, /n—
a.s.
exp(Z,) — exp[Z(fllg)]-

4. Suppose X, converges in distribution to X, and ¥,, converges in distribution to Y. Does X, + Y,
converge in distribution to X + Y ? Prove it is true or give a counterexample.
Discussion. Here are two ways to see how we might construct a counterexample. First suppose
X, and Y, are independent. Then

Efe/V5nt1)] = E[e/|E[e/V""] — E[e/V¥]E[e/"].

However, there is no requirement that X and Y be independent. Hence, if we can find X and Y
with the correct marginal distributions, but with X and Y dependent, we will have a counterex-
ample. A second approach is to make X, and ¥,, dependent, but X and Y independent.
Solution 1. Consider the case in which X, Y,, and X are all N(0,1) with X, and Y, being
independent for each n. Put Y := —X so that Y is also N(0,1). Then Fx,(x) = Fx(x) for all n
and Fy, (y) = Fy(y) for all n. However, X,, +Y, ~ N(0,2), while X +Y = 0.

Solution 2. Let X,,, X, and Y be uniform[0, 1], with X and Y being independent. Put¥, :=1—X,
so that ¥, is also uniform[0, 1]. Then X, + Y, = 1, but X +Y has a triangular density on [0,2].
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5. Consider a sequence of random variables X, such that E[X,,] — 0. If X, > 0, then writing
E[|X, — 0] = E[|X,|] = E[X,,] — O shows that X,, converges in mean of order one to zero. What
if we do not have X,, > 0? Give an example of a sequence having all of the following properties:

e E[X,] >0,
e E[X,]—0,
e X, does not converge in mean of order one to zero.

Solution. Let X be any random variable satisfying the conditions 0 < E[|X|] < e and E[X] =0.
Let m, be any sequence of positive numbers converging to zero. Put X, := m, + X. Then
E[X,] = my,, which is positive and converges to zero. Furthermore,

E[|X, —X||=m, — 0

shows that X, converges in mean of order one to X. But the condition E[|X|] > 0 means that
X is not the zero random variable. Hence, X,, does not converge in mean of order one to zero.
For a specific example, use X ~ N(0, 1) and m,, = 1/n. Here it is obvious that X is not the zero
random variable.

Alternative Solution. Suppose you did not start with a random variable X as above, but instead
started with random variables Y,, with densities f(y —m,), where again m, is a sequence of
positive numbers converging to zero, and f is a density with zero mean. In this case, let X also
have density f, and put X, := m,, + X so that the density of X,, is the same as the density of ¥,,.
Then by the argument above, E[|X,|] /4 0, and since ¥, and X,, have the same density,

EHYnH = EHXnH # 0.

Alternative Solution. Suppose P(X, =1+1/n) =1/2 and P(X,, = —1) = 1/2. Then E[X,| =
1/(2n), which is positive and converges to zero, while E[|X,,|] = 1+1/(2n) — 1 #0.



