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1. Preliminaries

1.1. Variance Bound

If 𝑋 is a bounded random variable with 𝑎 ≤ 𝑋 ≤ 𝑏, where −∞ < 𝑎 ≤ 𝑏 < ∞, we
derive the well-known result

var(𝑋) ≤ (𝑏 − 𝑎)2

4
using the approach of [2]. Recall that

var(𝑋) = min
𝑐∈ℝ

E[(𝑋 − 𝑐)2]

is achieved when 𝑐 = E[𝑋]. So in particular, if we take 𝑐 as the midpoint between 𝑎

and 𝑏; i.e., (𝑎 + 𝑏)/2, we have

var(𝑋) ≤ E
[(
𝑋 − 𝑎 + 𝑏

2

)2]
.

The maximum possible distance between 𝑋 and the midpoint occurs when 𝑋 is at
either end of the interval [𝑎, 𝑏]. Hence,

var(𝑋) ≤ E
[(
𝑋 − 𝑎 + 𝑏

2

)2]
≤

(
𝑏 − 𝑎 + 𝑏

2

)2
=

( 𝑏 − 𝑎

2

)2
=

(𝑏 − 𝑎)2

4
.

1.2. Moment Generating Functions

For real 𝑠, let 𝑀 (𝑠) ≔ E[𝑒𝑠𝑋] denote the moment generating function of 𝑋 .
Recall that 𝑀 ′ (𝑠) = E[𝑋𝑒𝑠𝑋] and 𝑀 ′′ (𝑠) = E[𝑋2𝑒𝑠𝑋] [1, pp. 278–279]. Clearly,
𝑀 (0) = 1, and 𝑀 ′ (0) = E[𝑋]. The cumulant generating function is 𝜓(𝑠) ≔ ln 𝑀 (𝑠),
and it satisfies

𝜓′ (𝑠) = 𝑀 ′ (𝑠)
𝑀 (𝑠) and 𝜓′′ (𝑠) = 𝑀 (𝑠)𝑀 ′′ (𝑠) − 𝑀 ′ (𝑠)2

𝑀 (𝑠)2 =
𝑀 ′′ (𝑠)
𝑀 (𝑠) −

[
𝑀 ′ (𝑠)
𝑀 (𝑠)

]2
.

Note that 𝜓(0) = 0. Using the formulas for 𝑀 ′ (𝑠) and 𝑀 ′′ (𝑠), we can write

𝜓′′ (𝑠) = E
[
𝑋2 𝑒𝑠𝑋

𝑀 (𝑠)

]
−
(
E
[
𝑋

𝑒𝑠𝑋

𝑀 (𝑠)

] )2
. (1)
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As in [3] we define a family of probability measures on subsets 𝐴 of the sample space
by

P𝑠 (𝐴) ≔ E[1𝐴𝐿𝑠 (𝑋)],
where 𝐿𝑠 (𝑋) ≔ 𝑒𝑠𝑋/𝑀 (𝑠).a In other words, the expectation of any random variable
𝑍 under P𝑠 is computed via

E𝑠 [𝑍] = E[𝑍𝐿𝑠 (𝑋)] .

Then (1) says that

𝜓′′ (𝑠) = E𝑠 [𝑋2] − (E𝑠 [𝑋])2 = var𝑠 (𝑋) ≤ (𝑏 − 𝑎)2/4. (2)

2. Hoeffding’s Lemma

Let 𝑋 be a bounded random variable with 𝑎 ≤ 𝑋 ≤ 𝑏, where −∞ < 𝑎 ≤ 𝑏 < ∞,
and put 𝜇 ≔ E[𝑋]. Then Hoeffding’s Lemma says that

E[𝑒𝑠 (𝑋−𝜇) ] ≤ 𝑒𝑠
2 (𝑏−𝑎)2/8.

To derive it, rewrite it as E[𝑒𝑠𝑋] ≤ 𝑒𝜇𝑠𝑒𝑠
2 (𝑏−𝑎)2/8 and take the logarithm to get

𝜓(𝑠) ≤ 𝜇𝑠 + 𝑠2 (𝑏 − 𝑎)2/8. (3)

By Taylor’s Theorem with remainder [4, Th. 5.15],

𝜓(𝑠) = 𝜓(0) + 𝜓′ (0)𝑠 + 𝜓′′ (𝑠)𝑠2/2,

where 𝑠 lies between 0 and 𝑠. By (2), we have 𝜓′′ (𝑠) ≤ (𝑏−𝑎)2/4, and since 𝜓(0) = 0
and 𝜓′ (0) = 𝜇, the inequality (3) follows.

3. Hoeffding’s Inequalities

Let 𝑋1, . . . , 𝑋𝑛 be independent bounded random variables with 𝑎𝑖 ≤ 𝑋𝑖 ≤ 𝑏𝑖 . Put

𝑆𝑛 ≔
𝑛∑︁
𝑖=1

𝑋𝑖 , 𝑠𝑛 ≔
𝑛∑︁
𝑖=1

E[𝑋𝑖], and Δ𝑛 ≔
𝑛∑︁
𝑖=1

(𝑏𝑖 − 𝑎𝑖)2.

Then Hoeffding’s inequalities are

P(𝑆𝑛 − 𝑠𝑛 > 𝑡) ≤ 𝑒−2𝑡2/Δ𝑛 and P( |𝑆𝑛 − 𝑠𝑛 | > 𝑡) ≤ 2𝑒−2𝑡2/Δ𝑛 . (4)

a The measure P𝑠 is said to be exponentially tilted [5].
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If the 𝑋𝑖 are identically distributed with common bounds 𝑎 ≤ 𝑋𝑖 ≤ 𝑏 and common
means 𝜇, then Hoeffding’s inequalities imply the simplified relations

P
(
𝑆𝑛

𝑛
− 𝜇 > 𝑡

)
≤ 𝑒−2𝑛𝑡2/(𝑏−𝑎)2

and P
(����𝑆𝑛𝑛 − 𝜇

���� > 𝑡

)
≤ 2𝑒−2𝑛𝑡2/(𝑏−𝑎)2

.

To derive the left-hand inequality in (4), observe that for any 𝜃 > 0, we can write

P(𝑆𝑛 − 𝑠𝑛 > 𝑡) = P(𝜃 (𝑆𝑛 − 𝑠𝑛) > 𝜃𝑡)
= P(𝑒𝜃 (𝑆𝑛−𝑠𝑛 ) > 𝑒𝜃𝑡 )

≤ E[𝑒𝜃 (𝑆𝑛−𝑠𝑛 ) ]
𝑒𝜃𝑡

, by Markov’s inequality,

= 𝑒−𝜃𝑡
𝑛∏
𝑖=1

E[𝑒𝜃 (𝑋𝑖−E[𝑋𝑖 ] ) ], by independence,

≤ 𝑒−𝜃𝑡
𝑛∏
𝑖=1

𝑒𝜃
2 (𝑏𝑖−𝑎𝑖 )2/8, by Hoeffding’s Lemma,

= 𝑒−𝜃𝑡𝑒𝜃
2Δ𝑛/8

= exp[𝜃2Δ𝑛/8 − 𝜃𝑡] .

To minimize the bound as a function of 𝜃, we minimize the argument of exp, which
is a quadratic. Setting the derivative of the quadratic to zero shows that the optimal
value of 𝜃 is 4𝑡/Δ𝑛. Substituting this into the above inequality yields the desired
result.

A similar analysis shows that P(𝑆𝑛 − 𝑠𝑛 < −𝑡) ≤ 𝑒−2𝑡2/Δ𝑛 , and then

P( |𝑆𝑛 − 𝑠𝑛 | > 𝑡) = P({𝑆𝑛 − 𝑠𝑛 > 𝑡} ∪ {𝑆𝑛 − 𝑠𝑛 < −𝑡})
≤ P(𝑆𝑛 − 𝑠𝑛 > 𝑡) + P(𝑆𝑛 − 𝑠𝑛 < −𝑡)
≤ 2𝑒−2𝑡2/Δ𝑛 .
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